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Abstract

Interaction cues, which inform users about potential actions to take, are common to many types of extended reality
applications. While numerous studies have compared individual interaction cues, few studies have investigated combinations
of interaction cues for complex tasks, particularly ones involving high counts of similar actions. We present a within-subject
study (n=48) investigating the effects of interaction cue combinations for guiding users through in-cockpit procedures for a
UH-60 Black Hawk helicopter. The results of our study indicate significant effects for different interaction cue combinations
for perceived mental effort and discomfort. Furthermore, the completion time results in our study contradict previous
results pertaining to the effectiveness of specific interaction cues, which we believe are due to the context and complexity
of the real-world application underlying our study. These results imply that Look Arrow and Pick Arrow are the optimal

interaction cue combination for scenarios that involve dense operating environments.
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Introduction

Augmented reality (AR) and virtual reality (VR) applica-
tions incorporate features that inform users to perform spe-
cific interactions at any given time. For example, many AR
applications provide guidance for completing real-world
tasks, such as inspection and assembly tasks (Gattullo et al.,
2020). Similarly, VR experiences also prompt users to per-
form certain actions, such as looking at points of interest
(Rothe et al., 2019) or traveling to key locations within the
environment (Hu et al., 2020). In recent work, Dillman et al.
(2018) has coined these types of virtual instructions and
guidance as “interaction cues.”

While the term is recent, interaction cues have been
around nearly as long as the concepts of AR and VR. In
recent years, researchers have begun comparing these inter-
action cues for different tasks including: looking (Bork et al.,
2018), traveling (Kumaran et al., 2023), picking objects
(Lange et al., 2020), manipulating objects (Henderson &
Feiner, 2011), performing gestures (Lee et al., 2019), and
social interactions (Kim et al., 2019). Researchers have also
explored different modalities of interaction cues such as
visual (Gattullo et al., 2020), auditory (Lokki & Grohn,
2005), tactile (Marquardt et al., 2020), and even olfactory
cues (Howell et al., 2016).

Even though the number of studies investigating interac-
tion cues has dramatically increased in recent years, the
majority of these studies have focused on comparing indi-
vidual cues. On the other hand, only a few studies have
investigated sequential interaction cues, in which one inter-
action cue follows another (Seeliger et al., 2021). This dis-
tinction is important as recent research indicates that
sequential combinations of interaction cues attract signifi-
cantly more eye fixations than non-sequential cues (Seeliger
etal., 2021).

In this paper, we present an empirical study investigating
sequential combinations of cues, specifically look and pick
cues. Our decision to investigate look and pick cues was
motivated by our development of an AR/VR application for
guiding co-pilots through in-cockpit procedures for a Black
Hawk UH-60 helicopter (UH meaning Utility Helicopter),
such as those used by the U.S. Coast Guard. Conventionally,
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these co-pilots rely on handheld paper or electronic check-
lists to complete hundreds of steps required for these pre-
flight procedures. By using look and pick cues, the
instructions are now appropriately co-located in the environ-
ment to guide users to points of interest. This key feature of
our application is capable of guiding co-pilots through hun-
dreds of steps without the need to refer to auxiliary instruc-
tions of checklists. However, through demonstrations of our
system to stakeholders, we determined that it would be best
to investigate various look cues and pick cues and their
sequential combinations. Additionally, we decided to inves-
tigate and compare simulated AR and standard VR field of
view (FOV), as our application is capable of running as an
AR guidance application within a real UH-60 cockpit or as a
VR training application with a virtual UH-60 cockpit.

Therefore, we conducted a 2X3X3 (FOV X Look
Cue X Pick Cue) within-subject study to investigate potential
sequential effects among the cues and to identify the best set
of look and pick cues for our UH-60 guidance application.
For FOV, we investigate a simulated AR FOV (43°X29°)
and a VR FOV (106° X 96°). For Look Cue, we investigated
the Attention Funnel (Biocca et al., 2006), EyeSee360
(Gruenefeld et al., 2017), and Look Arrow (Harada and
Ohyama, 2022) techniques. For Pick Cue, we investigated
the Ghost Hand (Muresan et al., 2023), Pick Arrow (Lange
et al., 2020), and Target Outline (Schwerdtfeger & Klinker,
2008) techniques.

The results of our study indicate that cue sequences have
significant interaction effects and developers should not pair
any look cue and pick cue together without considering how
they affect one another. Furthermore, our results indicate that
a pick cue for a preceding task can affect the perception and
execution of the following look cue and task, respectively.
Our results also indicate that simple cues, such as look and
pick arrows, are more effective, require less effort, and
induce less discomfort than complex visualization cues, such
as EyeSee360.

Related Work

Interaction cues have been used to guide users during several
types of tasks. Dillman referred to these different types of
tasks as the purpose of each interaction cue and identified
three purposes within their framework for visual interaction
cues: (1) discover, (2) look, and (3) go (Dillman et al., 2018).
Hu identified four additional interaction cue purposes in their
work, (4) pick, (5) manipulate, (6) gesture, and (7) speak, and
later demonstrated that the purpose of a cue has significant
effects on user performance (Hu et al., 2020). Hence, we have
decided to focus on related work that investigated and com-
pared interaction cues for tasks similar to those of a UH-60
preflight procedure, namely look and pick purposes.

In our work, we denote interaction cues that aid in looking
as look cues. In our review of the literature, the vast majority

of the surveyed studies investigated at least one or more look
cues (24 studies in total). Of those, 17 studies investigated
only look cues. As a result, a wide variety of look cues have
been investigated, including within-view arrows (Wallgriin,
2020 ), the latitudinal and longitudinal EyeSee360 visualiza-
tion (Gruenefeld et al., 2017), attention funnels that arc from
the center of the user’s FOV to the target object (Biocca
et al., 2006), arrows flying from the center of the user’s FOV
to the target (Gruenefeld et al., 2018), 3D halos about the
targets that extend within the user’s FOV (Gruenefeld et al.,
2017), objects within the user’s periphery that indicate the
direction of the target (Bork et al., 2018), radar and map visu-
alizations that provide top-down views (Jung et al., 2018)
wedges that extend from the center of the user’s FOV to the
target (Yu et al., 2019), and several other unique look cues.
Figure 1A highlights the look cues we employed in our study.

In addition to look cues, we investigate interaction cues
that aid in selection, which we denote as pick cues. Of the
previously mentioned 24 studies, only 13 studies have
investigated 1 or more pick cues, of which only 6 studies
have investigated only pick cues. Therefore, a smaller set
of pick cues have been investigated, including world-fixed
arrows pointing at targets (Lange et al., 2020), effects
highlighting targets in the form of distinguishing colors (E.
Laviola et al., 2023), bounding volumes (Biocca et al.,
2006; Seeliger et al., 2021), and outlines (Schwerdtfeger
et al., 2011; Schwerdtfeger & Klinker, 2008), lines con-
necting targets (Liu et al., 2021), and other unique pick
cues. Most recently, Muresan had virtual reality (VR)
experts qualitatively compare several interaction cues,
including pick cues, and they recommended that semi-
transparent “ghost” hands should be used to direct the
user’s attention to targets (Muresan et al., 2023). While
prior studies have employed ghost hands as pick cues
within their applications, there have not been many empiri-
cal comparisons of ghost hands to other pick cues (Hu
et al.,, 2020). Figure 1B highlights the pick cues we
employed in our study.

Apparatus

Our UH-60 rescue helicopter virtual environment was devel-
oped as a fully interactive cockpit in which users can press
buttons, turn knobs, and view displays. All of the buttons
within the cockpit can be pressed and provide both audio and
haptic feedback to inform the user when a button has been
pressed. This virtual environment was developed using Unity
2018.3.18f1 and the SteamVR plugin to interface with most
consumer VR systems. For our study, we chose to use the
Meta Quest Pro as the VR system, similar to a prior study
conducted by Renner and Pfeiffer (2017). The Quest Pro pro-
vides inside-out tracking with two handheld controllers, a
resolution of 1,800 X 1,920 per eye, a refresh rate of 90 Hz,
and an FOV of 106° X 96°.
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Figure |. (A) The look cues used in our study (left). The Attention Funnel (Top), EyeSee360 (Middle), and Look Arrow (Bottom). (B)
The pick cues used in our study (right). The Ghost Hand cue (Top), Pick Arrow cue (Middle), and Target Outline cue (Bottom).

Experiment

We conducted a 2 X3 X3 (FOV X Look Cue X Pick Cue)
within-subject study to investigate potential sequential
effects among the cues and to identify the best set of look and
pick cues for our UH-60 preflight guidance applications As
mentioned in the introduction, the motivation for this
research was to determine the best set of interaction cues to
use for guiding co-pilots through the preflight procedure of a
UH-60 rescue helicopter via simulated AR (or VR for train-
ing purposes), as they conventionally use paper or electronic
checklists known as “kneeboards” due to pilots placing them
on their knees (Bridgeman et al., 2019). Preflight procedures
often consist of hundreds of steps that involve pressing but-
tons and keys within the cockpit while confirming the set-
tings of the helicopter and flight plan through multi-function
displays (MFDs) and control display units (CDUs).

In order to avoid learning effects and to yield a manage-
able study design, we created 18 unique but similar proce-
dures consisting of 20 steps each, with each step requiring
the participant to press a button on either an MFD, CDU, or
input keyboard. These 18 unique procedures facilitated our
2 X 3 X 3 within-subject design and 18 conditions. We also
ensured to counterbalance our conditions between subjects.
To reduce the likelihood of the procedures being a confound-
ing variable, we conducted one-way ANOVAs Procedure) on
the Euclidean distances and visual angles (from a seated co-
pilot position) between each button. We found no significant
effect of procedure on the distances (F'; 3,,=0.039, p=1.000,
1n%2=0.002) or on the angles, (F'17324=0.006, p=1.000,
n?=0.000). Since the procedures were found to be not sig-
nificantly different, we maintained the same ordering of our
18 procedures between subjects.



4 Proceedings of the Human Factors and Ergonomics Society Annual Meeting

Procedure

Our experimental procedure was approved by our universi-
ty’s institutional review board (IRB). Recruited participants
were asked to review an informed consent and eligibility
document alongside providing demographics such as age
and gender. Once participants reviewed and verified their eli-
gibility, participants were asked to schedule a day and time in
which they would be available to participate in the study.

Upon arrival, participants were introduced to the Meta
Quest Pro, the VR system used to administer the study. We
informed participants on how to adjust the head strap and
lenses to comfortably wear the headset. Once participants
were familiarized with the device, we then informed partici-
pants on the task they would be partaking in and how to com-
plete the task. We explained to participants that the study is
comprised of 18 procedures. Each procedure is comprised of
pressing a series of 20-buttons within the cockpit. To press a
button, participants would reach out toward the button as
they would in real life. As their virtual hand approaches the
button, it would re-pose itself to a pointing/pressing gesture
so that the virtual index finger to press the button. Participants
knew if they successfully pressed a button based on audible
feedback via a button click sound and haptic feedback
through their controller. To know which button they needed
to press during the procedure, we informed participants that
they will need to utilize the look and pick cues to determine
which button to press. Participants were allowed to press
buttons with either their left or right hand.

After explaining this process, participants were immersed
into the 18 procedures. After each procedure, participants
rated their discomfort on a 0 to 10-point scale adapted from
Fernandes and Feiner (2016) and their mental effort on a 1-
to 9-point scale adapted by Paas & Van Merriénboer (1993)
in VR. Once a participant successfully completed 9 of the
18 procedures, they given a 1-min break out of VR to prevent
cybersickness or fatigue. During this break, participants
were administered a survey in which they ranked each look
cue and pick cue. After completion of the survey and break,
participants would complete the remaining nine procedures.
For each condition in our study, we applied a Latin Square
design to ensure conditions were counterbalanced. Total time
was recorded for each trial and is the amount of time between
the completion of the first step of a procedure and the com-
pletion of the last step in a procedure.

After completing all 18 procedures, participants were
administered a free-response survey in which they ranked
each look cue and pick cue again and then filled out open-
ended questions regarding their experience, such as what
they liked, what they did not like, and how they would
improve the experience. The overall time required to com-
plete the study was approximately 60 min, and participants
were compensated $20 USD via an Amazon e-gift card.

Results

In regard to Total Procedure Time, our RM-ANOVA yielded
significant main effects for FOV (F 1~47:6.24, p=.01,
n*=0.117), look cues (F, ,,=8.96, p=.001, n°=0.16), and
pick cues (F, 5, g5 60=4.77, p=.009,1*=0.092). Our post-hoc
tests revealed that our simulated AR FOV conditions led to
higher completion times. We also learned that in comparison
to Look Arrow and Attention Funnel, conditions with
EyeSee360 resulted in significantly higher completion times.
Lastly, we learned that Target Outline was significantly
slower than Pick Arrow.

In our analysis of Operate Error, we found a significant
interaction effect between FOV and look cues across our
conditions, F, ,,=3.45, p=.03, n*=0.068. There also was a
significant interaction effect between FOV and pick cues,
F,,=3.03, p=.04, n%=0.061. Lastly, we also found signifi-
cance between look cues and Pick cues, F, ,,=2.75, p=.03,
n%=0.055. The results regarding mean number of errors by
condition is summarized by Figure 2.

For our Mental Effort scores, which were reported by par-
ticipants on the single question 1- to 9-point Paas Scale (Paas
& Van Merriénboer, 1993), we found significant main effects
across FOV (F, ,;,=4.65, p=.03, 1n%2=0.09), look cues
(F,4,=20.30, p<.001, n?=0.302), and pick cues
(F\7481.6,=10.85, p<.001, n*=0.188). Finally, our results
also revealed significant interaction effects between Look
Cues and Pick Cues F), 4,=3.07, p=.016,1°=0.061.

Lastly, our RM-ANOVA revealed significant main effects
with regard to perceived discomfort for look cues, F), 5, =5.46,
p<.01, n?=0.104, and pick cues, F,4,=3.71, p=.02,
1n%=0.074. Our post-hoc results for Look Cues revealed that
EyeSee360 was significantly more discomforting to users
than Attention Funnel, f,,=-3.26, p<.01. When compared
to Look Arrow, EyeSee360 was also seen as more discom-
forting, but not significant, ¢,,=-2.11, p=.104. For pick
cues, the Ghost Hand was found to be significantly more dis-
comforting than the Pick Arrow, t,,=-2.57, p=.03. Target
Outline was also perceived to be more discomforting than
Pick Arrow, but was not significant, #,,=-2.13, p=.1

.94

Discussion
Effects of Different Look Cues

As highlighted in our results, the type of look cue employed
can have significant effects on both participant performance
and perception. Notably, of our three employed look cues,
we learned that participants using EyeSee360 were prone to
longer procedure completion times, higher mental effort, and
increased discomfort. We attribute EyeSee360’s effects to the
context we employed the technique into. Our in-cockpit pro-
cedure task consists of a high volume of target button
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Average Procedure Completion Times by Condition

=

Time (in Seconds)

3

k-1
PueH Isoys
MOLIY %007
v

Yy

aupno 1bie L

v

Moy ¥Id
098”3313
v

PURH Isoys
o3

v

v

Mo.LIY }IId

09£995943
|suung uopuany

MOLIY HoId
MoLIY 007
MOLIY 4007

09£99S
aupno 1961l
aupno 196Ie )
|auung uopuany

v

Error Bars: 95% CI

-
I |
355 953 §535 325 803 §25 335 855
¥z 3z 2z 23 oz3 2% X% 2 2%
g &g §z §2 i3 §s FIEE §§

Figure 2. Mean completion time across our |8 conditions.

candidates that are densely co-located. Furthermore, all of
the button press interactions are within a narrow field of
regard (FOR; Bowman & McMahan, 2007; J. J. LaViola
et al., 2017) that is consolidated to only the front hemisphere
of the user.

Previous work has highlighted EyeSee360 as a unique
technique that grants users the ability to locate target objects
within virtual environments, particularly tasks that fully
leverage a user’s 360° space (Gruenefeld, 2019; Gruenefeld
et al., 2017, 2018). This ability to augment a user’s periph-
eral view is particularly useful in tasks where the target
object or interactable is located outside of the user’s direct
field of view (Gruenefeld et al., 2017).

With the grid-like interface, combined with multiple tar-
get candidates in our study, our study revealed key limita-
tions of EyeSee360. First, in a procedural task in which there
are multiple, co-located target candidates, EyeSee360, by
design, occludes much of the environment making it difficult
to utilize the cue to locate the exact target candidate. One
participant noted that “[EyeSee360 was] very disorienting.”
Another participant reported “[Having EyeSee360] move
with you while I was trying to focus on buttons was some-
what difficult.” Another limitation is initial perceived usabil-
ity. Compared to Attention Funnel and Look Arrow,
EyeSee360 is more visually complicated and is unfamiliar to
users. In reflection of their time with EyeSee360, one partici-
pant described the look cue as being “difficult to understand
at first” with another participant emphasizing that
“[EyeSee360] was confusing.”

Based on our results and participant feedback, our main
takeaway is that look cues cannot be broadly applied across

all contexts. For our context, a procedural task consisting of
multiple interactions, benefits from look cues that are intui-
tive and not visually obtrusive outperform. Given our partici-
pants’ lack of experience with piloting helicopters,
EyeSee360 introduced a learning curve in addition to famil-
iarizing themselves with the helicopter cockpit. Our findings
suggest a look cue that is minimalist in presentation and
familiar, such as Look Arrow, is best for contexts involving a
high density, and volume of interaction candidates.

Effects of Different Pick Cues

The type of pick cue employed can significantly affect a
user’s performance and perception of success in a task. Our
results highlighted that Pick Arrow yielded significantly
faster completion times than Target Outline. Pick Arrow also
did not yield increased mental effort scores when directly
compared to the Ghost Hand.

We believe a cue’s performance can be attributed to how
overt the cues were in presentation and how unambiguous
the cues were. The Ghost Hand pick technique is very overt
in presentation, but to participants, it was often confusing as
the hand motioned back, and forth on the button to emulate
pressing. One participant described “[not liking] the hand
pointing at the button because [they] couldn’t tell which one
it was pointing at right away.” Another participant also
shared that the Ghost Hand “seems like it [was] pointing to
another button. . .[as] the buttons are close together.”

The Target Outline pick cue was not as overt as the Ghost
Hand or Pick Arrow, but it did afford our participants a distinct
view of the target button. However, as our results highlight,
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Target Outline yielded significantly slower completion times.
This result can be attributed to how well the Target Outline
blends into the environment. Though being colored magenta,
the outline shape forms to the target, especially when com-
pared to Pick Arrow and Ghost Hand. One participant made
the recommendation to “change the interface of [Target
Outline] to make it have the button glowing too as it would
make the button easier to identify.” Along the same vein,
another participant wanted to make the magenta “even brighter
to make it even easier to see.”

With our results alongside our participants’ feedback,
tasks comprising of a high density and volume of targets
require pick cues that are distinctive in highlighting an
object. Additionally, our context focuses on button press
interactions that are familiar to users, regardless of back-
ground. More unique pick cues, such as Ghost Hand, may
yield better task performance, and outcomes for unique inter-
actions, such as those in Muresan et al.’s (2023) work.

Limitations and Future Work

An area of future work is an exploration on minimizing
resource conflict (Wickens, 2024) between look and pick
cues. This could potentially further improve cockpit guid-
ance. Future work includes on exploring the use of spatial
audio for look cuing and its interaction with visual pick cues.

Another area of future work is an investigation of salience
within cue. In our study, we implemented them with a vibrant
magenta color to distinguish the cue within the environment.
We acknowledge that salience maybe a contributing factor to
our results, and believe salience is an avenue of future
research.

Conclusion

In this paper, we have presented a comparison study of look
cues and pick cues. Through our study and its results, we
revealed that Look Arrow and Pick Arrow are effective look
cues in contexts involving a high density and volume of
interaction candidates. This combination is the result of both
the performative metrics as well as our participants’ prefer-
ence across our cues. We conclude that our work has the
potential to extend to other real-world contexts, such as
server rack maintenance. Our work provides further insight
for future work of using interaction cues in high-density
environments.

Declaration of Conflicting Interests

The authors declared no potential conflicts of interest with respect
to the research, authorship, and/or publication of this article.

Funding

The authors disclosed receipt of the following financial support for
the research, authorship, and/or publication of this article: The
authors received financial support from Northrop Grumman.

ORCID iDs

Jacob Belga https://orcid.org/0000-0001-6503-5448
Ryan P. McMahan https://orcid.org/0000-0001-9357-9696

References

Biocca, F., Tang, A., Owen, C., & Xiao, F. (2006, April).
Attention funnel: omnidirectional 3D cursor for mobile
augmented reality platforms. In Proceedings of the SIGCHI
conference on Human Factors in computing systems (pp.
1115-1122).

Bork, F., Schnelzer, C., Eck, U., & Navab, N. (2018). Towards effi-
cient visual guidance in limited field-of-view head-mounted
displays. IEEE Transactions on Visualization and Computer
Graphics, 24(11), 2983-2992.

Bowman, D. A., & McMabhan, R. P. (2007). Virtual reality: How
much immersion is enough? Computer, 40(7), 36-43.

Bridgeman, R., Neville, K. J., Massey, L., Krauskopf, C., Mizan,
A., Mooney, J., & Schmorrow, D. (2019). Human factors elec-
tronic kneeboard design guidelines for military tactical avia-
tion. In 20th International Symposium on Aviation Psychology
(p. 343).

Dillman, K. R., Mok, T. T. H., Tang, A., Ochlberg, L., & Mitchell,
A. (2018, April). 4 visual interaction cue framework from video
game environments for augmented reality. In Proceedings of
the 2018 CHI conference on human factors in computing sys-
tems (pp. 1-12), Montreal, QC, Canada.

Fernandes, A. S., & Feiner, S. K. (2016, March). Combating VR
sickness through subtle dynamic field-of-view modification.
In 2016 IEEE symposium on 3D user interfaces (3DUI) (pp.
201-210). IEEE.

Gattullo, M., Evangelista, A., Uva, A. E., Fiorentino, M., &
Gabbard, J. L. (2020). What, how, and why are visual assets
used in industrial augmented reality? A systematic review and
classification in maintenance, assembly, and training (from
1997 to 2019). IEEE transactions on visualization and com-
puter graphics, 28(2), 1443-1456.

Gruenefeld, U., Ennenga, D., Ali, A. E., Heuten, W., & Boll, S.
(2017, October). Eyesee360: Designing a visualization tech-
nique for out-of-view objects in head-mounted augmented
reality. In Proceedings of the 5th symposium on spatial user
interaction (pp. 109-118).

Gruenefeld, U., Lange, D., Hammer, L., Boll, S., & Heuten, W.
(2018, June). Flyingarrow: Pointing towards out-of-view
objects on augmented reality devices. In Proceedings of the
7th ACM international symposium on pervasive displays (pp.
1-6).

Gruenefeld, U., Prddel, L., & Heuten, W. (2019, November).
Locating nearby physical objects in augmented reality. In
Proceedings of the 18th international conference on mobile
and ubiquitous multimedia (pp. 1-10).

Harada, Y., & Ohyama, J. (2022). Quantitative evaluation of visual
guidance effects for 360-degree directions. Virtual Reality,
26(2), 759-770.

Henderson, S. J., & Feiner, S. K. (2011, October). Augmented real-
ity in the psychomotor phase of a procedural task. In 2011 10th
IEEE international symposium on mixed and augmented real-
ity (pp. 191-200). IEEE.

Howell, M. J., Herrera, N. S., Moore, A. G., & McMahan, R.
P. (2016). A reproducible olfactory display for exploring


https://orcid.org/0000-0001-6503-5448
https://orcid.org/0000-0001-9357-9696

Belga et al.

olfaction in immersive media experiences. Multimedia
Tools and Applications, 75, 12311-12330.

Hu, X., Moore, A., Coleman Eubanks, J., Aiyaz, A.,& P. McMahan,
R. (2020, October). Evaluating interaction cue purpose and
timing for learning and retaining virtual reality training. In
Proceedings of the 2020 ACM symposium on spatial user
interaction (pp. 1-9).

Jung, J., Lee, H., Choi, J., Nanda, A., Gruenefeld, U., Stratmann, T.,
& Heuten, W. (2018, October). Ensuring safety in augmented
reality from trade-off between immersion and situation aware-
ness. In 2018 IEEE international symposium on mixed and
augmented reality (ISMAR) (pp. 70-79). IEEE.

Kim, S., Lee, G., Huang, W., Kim, H., Woo, W., & Billinghurst,
M. (2019, May). Evaluating the combination of visual com-
munication cues for HMD-based mixed reality remote collabo-
ration. In Proceedings of the 2019 CHI conference on human
factors in computing systems (pp. 1-13).

Kumaran, R., Kim, Y. J., Milner, A. E., Bullock, T., Giesbrecht, B.,
& Hollerer, T. (2023, April). The impact of navigation aids on
search performance and object recall in wide-area augmented
reality. In Proceedings of the 2023 CHI conference on human
factors in computing systems (pp. 1-17).

Lange, D., Stratmann, T. C., Gruenefeld, U., & Boll, S. (2020,
April). Hivefive: Immersion preserving attention guidance in
virtual reality. In Proceedings of the 2020 CHI conference on
human factors in computing systems (pp. 1-13).

Laviola, E., Gattullo, M., Evangelista, A., Fiorentino, M., & Uva, A.
E. (2023). In-situ or side-by-side? A user study on augmented
reality maintenance instructions in blind areas. Computers in
Industry, 144, 103795.

LaViola, J. J., Jr, Kruijff, E., McMahan, R. P., Bowman, D., &
Poupyrev, 1. P. (2017). 3D user interfaces: Theory and prac-
tice. Addison-Wesley Professional.

Lee, H., Kim, H., Monteiro, D. V., Goh, Y., Han, D., Liang, H.
N., & Jung, J. (2019, October). Annotation vs. Virtual tutor:
Comparative analysis on the effectiveness of visual instructions in
immersive virtual reality. In 2019 IEEE International symposium
on mixed and augmented reality ISMAR) (pp. 318-327). IEEE.

Liu, J. S., Elvezio, C., Tversky, B., & Feiner, S. (2021). Using
multi-level precueing to improve performance in path-follow-
ing tasks in virtual reality. IEEE Transactions on Visualization
and Computer Graphics, 27(11), 4311-4320.

Lokki, T., & Grohn, M. (2005). Navigation with auditory cues in a
virtual environment. /EEE Multimedia, 12(2), 80-86.

Marquardt, A., Trepkowski, C., Eibich, T. D., Maiero, J., Kruijff,
E., & Schoning, J. (2020). Comparing non-visual and visual
guidance methods for narrow field of view augmented reality
displays. IEEE Transactions on Visualization and Computer
Graphics, 26(12), 3389-3401.

Muresan, A., Mcintosh, J., & Hornbak, K. (2023). Using feedfor-
ward to reveal interaction possibilities in virtual reality. ACM
Transactions on Computer Human Interaction, 30(6), 1-47.

Paas, F. G. W. C., & Van Merriénboer, J. J. G. (1993). The effi-
ciency of instructional conditions: An approach to combine
mental effort and performance measures. Human Factors,
35(4), 737-743.

Renner, P., & Pfeiffer, T. (2017, March). Attention guiding tech-
niques using peripheral vision and eye tracking for feedback
in augmented-reality-based assistance systems. In 2017 IEEE
symposium on 3D user interfaces (3DUI) (pp. 186-194). IEEE.

Rothe, S., Buschek, D., & HuBBmann, H. (2019). Guidance in cine-
matic virtual reality-taxonomy, research status and challenges.
Multimodal Technologies and Interaction, 3(1), 19.

Schwerdtfeger, B., & Klinker, G. (2008, September). Supporting
order picking with augmented reality. In 2008 7th IEEE/ACM
International Symposium on Mixed and Augmented Reality
(pp- 91-94). IEEE.

Schwerdtfeger, B., Reif, R., Glinthner, W. A., & Klinker, G. (2011).
Pick-by-vision: there is something to pick at the end of the aug-
mented tunnel. Virtual Reality, 15,213-223.

Seeliger, A., Merz, G., Holz, C., & Feuerriegel, S. (2021,
October). Exploring the effect of visual cues on eye gaze dur-
ing AR-guided picking and assembly tasks. In 2021 1IEEE
International Symposium on Mixed and Augmented Reality
Adjunct (ISMAR-Adjunct) (pp. 159-164). IEEE.

Wallgriin, J. O., Bagher, M. M., Sajjadi, P., & Klippel, A. (2020,
March). A comparison of visual attention guiding approaches
for 360 image-based vr tours. In 2020 IEEE Conference on
Virtual Reality and 3D User Interfaces (VR) (pp. 83-91). IEEE.

Wickens, C. D. (2024). The multiple resource theory and model.
Some misconceptions in data interpretations. Proceedings of
the Human Factors and Ergonomics Society Annual Meeting,
68(1), 713-717.

Yu, D., Liang, H. N., Fan, K., Zhang, H., Fleming, C., & Papangelis,
K. (2019). Design and evaluation of visualization techniques of
off-screen and occluded targets in virtual reality environments.
IEEE transactions on visualization and computer graphics,
26(9), 2762-2774.



